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Abstracts: In the educational data mining (EDM) field, predicting student at-risk, student retention, dropout and performance have been attractive tasks among researchers. However, it is difficult to develop accurate models without first performing proper feature selection and class balancing. Therefore, the goal of this study is to review the current and future perspective and trends within the field of EDM for the past 10 years. The goal is to understand the state-of-the-art methods and techniques involving feature selection, class balancing and machine learning models. From the analysis, it is understood that there are plenty of research gaps yet to be explored.
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1. INTRODUCTION

Education is one of the most important aspects of a human life. This has been reflected by the increasing amount of concern for higher education institutes (HEI) on improving the quality of education and decreased dropout rates. This is because HEIs need to focus on efficiency and cut costs with the current trend of the economy that focuses on fierce competition. There are many measures of education quality, such as student performance, dropout rate, retention rate, graduating on time, employment status, and so on. In this paper, the focus is on reviewing the current research work that improves the quality of experience for students.

1.1. Educational Data Mining

Recently, there has been a field that is interested in creating methods to explore and find underlying patterns within educational datasets using machine learning (ML) and data mining (DM) techniques. The field is called educational data mining (EDM) and it is a discipline concerned with improving student performance and their learning environment using ML techniques (Shafiq, Marjani, Habeeb, & Asirvatham, 2022).

In EDM, there has always been a great interest to predict ‘students at-risk’, which refers to those students whose performance is not good and have a high probability of dropping out or not graduating on time. This is because the knowledge can help educational institutes to provide an early warning to the affected students and decrease their dropout rate. However, attempting to measure and predict these ‘students at-risk’ is a challenging task without first managing the inherent class imbalance of the dataset and identifying the key features using features selection methods.

Therefore, there is a need to explore class balancing techniques and feature selection methods in EDM to explore the inconspicuous relationship in the data and reveal the patterns that will help predict students at-risk. There is also a need to understand the current state-of-the-art ML and DM techniques used in EDM research.
1.2. Class imbalance

Fernández et al. (2018) mentioned that class imbalance is a problem when general classification prediction techniques become biased towards the majority classes which causes there to be a higher misclassification rate for the minority class instances. There are three main perspectives of class balancing methods (CBM), data level, algorithm level and ensemble level.

- **Data level**: It is divided into under sampling (US) and over sampling (OS). Under sampling refers to when samples from the majority class are removed to make both classes equal. E.g.: Random US (RUS), Tomek-Link, One sided selection (OSS). Oversampling refers to when samples from the minority class are generated to make both classes equal. E.g.: Random OS (ROS), SMOTE, ADASYN.

- **Algorithm level**: It is divided into cost-sensitive learning and learning function modification. Cost-sensitive learning refers to methods that implement a cost function besides the normal loss function to an algorithm. E.g.: Cost-sensitive MLP, Cost-sensitive SVM. Learning function modification refers to adding a balancing function modification to the learning function of the algorithm itself. E.g.: Modified error BPNN.

- **Ensemble level**: It is divided into methods that combine with data level and methods that combine with algorithm level. Data level solutions include SMOTE-Boost and ROS-Bagging. Algorithm level solutions include MetaCost and Cost-sensitive XGBoost.

Figure 1: Class balancing methods.

1.3. Feature selection

Feature selection (FS) is a method used to select a minimum subset of features that are believed to be the most useful in the prediction task. There are three types of techniques for feature selection, filter, wrapper, and embedded methods (Ai, Zhang, Yu, & Shao, 2020).

- **Filter method**: Filter methods generally use statistical methods to evaluate the relationship between each input feature and the target feature. The scores are then used as the basis to select or filter the input features to be used in the model. They are most generally used in the preprocessing stage and are faster in computing than wrapper methods.

- **Wrapper method**: Wrapper methods are used to create multiple models, each with a different subset of the
input features. The method then selects the features that lead to the optimal model with the best performance according to the performance metric. These methods are not concerned with the variable types and are generally more computationally expensive than filter methods but perform better in getting the best subset of input features.

- **Embedded method**: These methods combine the advantages of the previous two methods, the speed of filter methods and the performance of wrapper methods and embed it into the learning algorithm itself. These methods are also iterative which allows it to optimally find the most important features that contribute the most in each iteration.

![Feature selection methods](image)

**Figure 2**: Feature selection methods.

### 1.4. Machine learning (ML) methods

According to Awad & Khanna (2015), machine learning is a subfield under Artificial Intelligence (AI) and is concerned with systematically applying algorithms that synthesize the underlying relationship between data and information. There are three main ways ML models are implemented: supervised, unsupervised and ensemble.

- **Supervised method**: It is a ML approach that consists of using labeled datasets to train or “supervise” algorithms into predicting outcomes or classifying data accurately. The model can measure its accuracy using the labeled input features and the target output feature and learn over time to improve its performance.

- **Unsupervised method**: It used ML algorithms to cluster and analyze unlabeled data sets. The goal is to discover the underlying, hidden relationships in data without the need for labelling or human intervention (hence, they are “unsupervised”)

- **Ensemble method**: It is a combination of several ML models into one framework. Each of the models comprising the framework are known as weak learners, and the output of one serve as the input to the next model in sequence. The idea is to combine several weak learners into becoming strong learners.
The purpose of this research is to provide a summary of recent research in the EDM field for the past 10 years. The organization of the rest of the paper is shown below. Section 2 covers the related work where review papers covered by other researchers in the field of EDM are covered. Section 3 explains the methodology by which this review has been conducted which includes the data search strategy, the framework used to create the research questions, and finally the research questions and objectives for this review. Section 4 will include the results of the analysis done on the surveyed articles and the key findings are presented. Section 5 will present the discussion centered on the reviewed articles and showcase the overall trend and key perspectives in the field of EDM through the research gaps. Finally, in Section 6, a summary of the current review paper is provided, along with suggestions for future work.

2. Related Works

This section explains other review papers in the field of EDM by summarizing and comparing their important findings.

There have been plenty of reviews in the field of EDM that cover different aspects. 11 different types of review papers have been covered over the past 5 years by the authors. There are many different types of review papers such as narrative review, systematic review, theoretical review, overview review, and so on (Grant & Booth, 2009).

Narrative reviews, also known as traditional reviews, are used to provide an overview of a particular topic. They examine current or recent literature and employ a narrative approach to reporting the review findings. They typically do not list their inclusion/exclusion criteria, which may lead to them containing bias. Systematic reviews, on the other hand, will typically list their inclusion/exclusion criteria and seeks to systematically search for, appraise and synthesize research articles by following a guideline/protocol. Theoretical review, or qualitative reviews, are used to integrate or compare the findings from qualitative studies. They look for ‘themes’ or ‘ideas’ that lie across in individual research articles. Finally, an overview review is used to perform a summary of the related research articles by surveying the literature and describing their characteristics and research trends.

To the best of the author’s knowledge, other selected reviews have limited coverage on the topic of implementing feature selection and class balancing techniques together with machine learning models. Existing reviews are concerned with understanding the factors the determine student performance as well as the machine learning models and algorithms that help predict them. While the existing reviews provide interesting findings and some future research directions, they also have different limited scope.

Some of the ways in which the scope is different from the current review are:

- Some review papers do not provide details about data collection methods or factors used (Nik Nurul Hafzan, Safaai, Asiah, Mohd Saberi, & Siti Syuhaida, 2019; Ranjeeth, Latchoumi, & Paul, 2020).
- The review process of some papers reveals a lack in more holistic approaches to research the student experience (Tight, 2019).
- Some review papers covered only a limited number of papers (Ranjeeth et al., 2020) or they were limited by their research sources (Du, Yang, Hung, & Shelton, 2020), or by their data source, and the years they selected to review (Alyahyan & Düştegör, 2020).

Table 1: Summary of selected review papers, sorted by year.
3. METHODOLOGY

3.1. Data Search

The papers were collected from various database sources shown in Figure 4. The ‘Others’ sections included sources like MECS (International Journal of Modern Education and Computer Science), SAI (The Science and Information) Organization, Informatica, BMC (Bio Med Central) medical education IJIET.
(International Journal of Information and Education Technology), IJASCA (International Journal of Advances in Soft Computing and its Applications), JTEC (Journal of Telecommunication, Electronic and Computer Engineering), MATEC Web of Conferences, Taylor and Francis. A total of 66 papers were selected, including other review papers and papers with focus on class imbalance, feature selection and machine learning.

Figure 3 shows the number of published articles by year for the selected articles. From the below figure the trend of papers being published in the field of EDM is increasing in general. There may be less papers in 2023 as it is the current year. Figure 4 shows the data sources from which the articles were collected from. It is shown that the most popular publication source among the reviewed papers is IEEE Access (30%), followed by Science Direct (28%).

Figure 3: Number of publications reviewed by year.

Figure 4: Publications by source.
3.2. Framework

For this review paper, the SPIDER framework has been used to generate research questions and formulate the search strategy (Cooke, Smith, & Booth, 2012). The SPIDER framework is a tool that is used as a systematic strategy in review papers to search the articles and narrow down the research questions that this review paper will answer. The step-by-step process is listed below:

I. S-Sample: This refers to the group of the population that are being studied. In our case, the students’ experiences and their performances are investigated.

II. P of I-Phenomenon of Interest: This refers to the topic of research or intervention. In this case, the focus is on class balancing, feature selection and machine learning techniques in EDM research for the past 10 years.

III. D-Design: This refers to the techniques used to gather data. In this paper, the state-of-the-art techniques, methods, and outcomes in EDM research are gathered and observed.

IV. E-Evaluation: It refers to the outcome of the study, which in this case examines the overall trend and perspectives of current research in EDM.

V. R-Research Type: It refers to what kind of qualitative study has been conducted. For this paper, a qualitative review has been conducted.

For this review paper, four research questions have been formulated using the SPIDER framework to narrow down the scope and to help search and identify the relevant articles. The four research questions are listed below:

I. What are the factors that can help predict students at-risk? To discover the common factors from the reviewed papers that help predict students at-risk so that the underlying relationship between the factors is understood. From this, the current focus of researchers can also be seen and any factors that were overlooked can be seen.

II. What are the current class balancing approaches that are used to improve the prediction of students at-risk? To identify the common class balancing approaches to see where they are utilized and what is the most popular approach being used.

III. What are the current feature selection techniques that are used to improve the prediction of students at-risk? To understand the commonly used feature selection techniques to see which is the most popular technique as well as what are the factors/features generally being ranked as important.

IV. What are the current machine learning models that are used to predict students at-risk with high accuracy? To review and compare the common machine learning models through three perspectives, supervised, unsupervised and ensemble approach and ascertain the future trends in EDM field.

This review paper has undertaken an extensive search process based on the research questions and the SPIDER framework. The search terms used to extract the relevant papers are given below based on three considerations: A) The technique of the paper or what models they have used, B) The purpose of the paper, and C) What was their focus of the paper in relation to the research questions, that is whether they used class balancing or feature selection or supervised and unsupervised ML techniques. In Table 2 the eligibility criteria for including and excluding papers can be seen.

1826
Search Terms:

A) Technique: ("Machine learning" OR "Educational data mining (EDM)" OR "Predictive model" OR "Learning analytic")

B) Purpose: (AND "Academic performance" OR "Student dropout prediction" OR "Identifying at-risk student" OR "Student retention" OR "Student performance")

C) Method: (AND "Class balance" OR "Feature selection" OR "Unsupervised" OR "Supervised")

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Inclusion Criteria</th>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Years</td>
<td>2013-2023</td>
<td>Any articles before 2008</td>
</tr>
<tr>
<td>Language</td>
<td>English</td>
<td>Languages besides English</td>
</tr>
<tr>
<td>Publication Status</td>
<td>Fully Published</td>
<td>Articles not fully published</td>
</tr>
</tbody>
</table>

4. REVIEW ANALYSIS

In this review on the trend of EDM, three perspectives are considered, which are class balancing, feature selection and machine learning. The reason is because the goal for all the perspectives is the same, which is to improve the model performance and ensure that the results are effective in dealing with the needs of students and educational institutions. For each section, a table with a summary of all the important findings is listed.

4.1. Class balancing methods

Jahin et al. (2021) used a custom technique based on oversampling called semi-supervised oversampling technique (SSOT) to solve class imbalance in their datasets and predict student performance. Pratama, Pristyanto, & Prasetyaningrum (2021) compared multiple CBMs like SMOTE, Borderline SMOTE, and SMOTE-Tomek and found the best method to be SMOTE-Tomek. Palacios, Reyes-Suárez, Bearzotti, Leiva, & Marchant (2021) compared multiple models before and after class balancing using SMOTE and found RF model to be the best performing, with accuracy exceeding 80%. Alwarthan, Aslam, & Khan (2022) compared under sampling, oversampling and hybrid methods through SMOTE, Tomek-links and SMOTE-Tomek Link respectively, and found RF to once again be the best performing model. Masood & Begum (2022) compared five different OS techniques with two ML models and found the two best performing models to be SVM with RUS and SMOTE with AUC-Score of 0.69 and 0.70, respectively.

Sha, Rakovic, Das, Gasevic, & Chen (2022) compared fairness and accuracy of the models using three class balancing techniques (CBTs) each from under sampling, oversampling, and hybrid methods. They found the three best methods to be SMOTE, SMOTE-Tomek Link, and Tomek-Link that improved fairness of the model in all scenarios. Verma, Yadav, & Kholiya (2022) included an algorithm balancing method in comparison alongside data balancing methods. They used SVM-SMOTE, and compared it with regular SMOTE, Borderline SMOTE and ADASYN. Dileep, Bansal, & Cunningham (2022) compared multiple models, including ensemble models like CatBoost before and after applying SMOTE. Cabezuelo, González, Campo, Barbero, & Mduma (2023) also compared models with five data balancing methods which were: SMOTE, SMOTE ENN, RUS, ROS, and SMOTE TOMEK. Out of them, SMOTE ENN performed the best. Alija, Beqiri, Gaafar, & Hamoud (2023) predicted student performance by comparing multiple models with SMOTE as the balancing method. Once again, RF performed the best.
In Table 3, the imbalance ratio (IR) for each paper is also listed. The IR is a measure used to describe the level of imbalance within a dataset (Zhu, Guo, & Xue, 2020). It can be defined as:

\[ \text{IR} = \frac{S_{mj}}{S_{mn}} \]  

(1)

where \( S_{mj} \) refers to the sample size of the majority class and \( S_{mn} \) refers to the sample size of the minority class. In case there are multiple classes, the \( S_{mj} \) will be the size of the largest class within the sample and the \( S_{mn} \) will be the size of the smallest class within the sample. In summary, when IR < 1, the dataset is balanced. When IR > 1, the dataset is imbalanced. The larger the IR, the larger the severity of imbalance within the dataset.

From the articles reviewed, many researchers choose to focus on data level solutions to class balance, specifically oversampling as all contain at least one oversampling technique. Four papers contain under sampling technique and only one paper uses algorithm level class balancing. Five papers have used ensemble level class balancing by combining oversampling and under sampling techniques together.

Table 3a: Summary of selected class balancing focused articles, sorted by year.

<table>
<thead>
<tr>
<th>No</th>
<th>Ref &amp; Year</th>
<th>Imbalance (IR)</th>
<th>Class balancing method (CBM)</th>
<th>Finding(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jahin et al., 2021</td>
<td>R=85%/15%=5.6</td>
<td>Semi-supervised OS Technique (SSOT).</td>
<td>Proposed a semi-supervised OS method to balance dataset and predict student performance in given course.</td>
</tr>
<tr>
<td>2</td>
<td>Pratama et al., 2021</td>
<td>R=211/126=1.7</td>
<td>SMOTE, Borderline SMOTE, SMOTE-Tomek Link.</td>
<td>Shows the effect of the imbalanced data problem and compares resampling methods to find optimal one to be implemented into the ML process.</td>
</tr>
<tr>
<td>3</td>
<td>Palacios et al., 2021</td>
<td>R=33:1=33</td>
<td>SMOTE</td>
<td>Formulates EDM models based on ML techniques to extract appropriate information from educational data in HEI and utilizes the information in the knowledge discovery in databases (KDD) process.</td>
</tr>
<tr>
<td>4</td>
<td>Alwarthan et al., 2022</td>
<td>Not mentioned</td>
<td>SMOTE, Tomek Link, SMOTE-Tomek Link.</td>
<td>Predicted students at-risk at an early stage by applying several EDM models to build three classification models.</td>
</tr>
<tr>
<td>5</td>
<td>Masood &amp; Begum, 2022</td>
<td>R=18200/899=20.2</td>
<td>Random OS, Random US, SMOTE, SMOTEENN, SMOTE-Tomek Link.</td>
<td>The study presented the findings of comparing various resampling techniques used to address the problem of imbalanced data at the data preprocessing stage.</td>
</tr>
<tr>
<td>6</td>
<td>Sha et al., 2022</td>
<td>R=2233/1470=1.5</td>
<td>NearMiss, Edited-NN, Condensed-NN, SMOTE, ADASYN, OSS, Ensemble CBMs, etc.</td>
<td>Investigated the performance of several CBMs on prediction fairness and applied hardness and distribution bias metrics to measure data characteristics that might have algorithmic bias.</td>
</tr>
<tr>
<td>7</td>
<td>Verma et al., 2022</td>
<td>R=363/187=1.9</td>
<td>SMOTE, Borderline SMOTE, SVM-SMOTE, and ADASYN.</td>
<td>Predicted low performing students by identifying influential features and comparing five ML models with and without various CBMs.</td>
</tr>
<tr>
<td>8</td>
<td>Dileepr et al., 2022</td>
<td>Not mentioned</td>
<td>SMOTE</td>
<td>Proposed a method for automatically detecting students at-risk by using online activity data in conjunction with student information system (SIS) data from a math course in a specific university.</td>
</tr>
</tbody>
</table>
4.2. Feature selection methods

Punlumjeak, Rachburee, & Arunrerk (2017) was focused on predicting the performance of students using big data with the Microsoft Azure platform. Chung & Lee (2019) on the other hand, investigated predicting student dropout using the scaled difference in accuracies with and without the specific feature as their feature selection method. Olaya, Vásquez, Maldonado, Miranda, & Verbeke (2020) continued the trend of predicting student dropout, but they focused on high school students instead of university students. They used a method called the modified covariate approach (MCA) which showed the important features were socio-economic in nature such as gross family income.

Other researchers often experimented with wrapper and ensemble feature selection methods (Ai et al., 2020). They focused on producing a prediction framework that consisted of an ensemble feature selection method that itself consisted of various feature selection techniques linked in an elimination voting framework. Bello et al. (2020) used a Random Forest algorithm itself as a feature selection algorithm and used mean decrease accuracy (MDA) as the measure to eliminate features. Maldonado, Miranda, Olaya, Vásquez, & Verbeke (2021) combined filter based and wrapper-based methods into an ensemble framework. They used Fisher’s score as the filter-based method and a backwards wrapper with logistic regression (LR) as the base classifier to eliminate variables.

Assistant, Nidhi, Majithia, & Sharma (2021) compared three filter-based feature selection methods called Correlation Attribute Evaluator (CAE), Information Gain Attribute Evaluator (IGAE), and Gain Ratio Attribute Evaluator (GRAE), to select the important predictors which were student grades, social, demographic, and school-related. Alraddadi, Alseady, & Almotiri (2021) applied their feature selection method to the two best performing ML models, logistic regression (LR) and linear discriminant analysis (LDA) to predict student performance as well. They used Binary Teaching-Learning Based Optimization (BTLBO) in a wrapper method with a V-shaped transfer function (TF), Arif, Jahan, Mau, & Tummarzia (2021) compared multiple wrapper methods in Weka and their best method was with a Random Forest algorithm. Nuammeesri, Poomhiran, Chopvitayakun, & Kadmateekarun (2022) on the other hand used only filter based methods like Chi-Square, Gain Ratio, and Correlation-based Feature Selection (CFS) models to select the important features to predict student dropout. The features obtained from CFS model were student performance features like cumulative grade point average (CGPA) and socio-economic features like Loan status.

From the articles reviewed, there are four articles that use filter methods, two that use wrapper methods and four that use embedded methods that combine filter and wrapper. Filter methods seem to be more popular than wrapper methods from the selected articles.
<table>
<thead>
<tr>
<th>No</th>
<th>Ref</th>
<th>Important Features</th>
<th>Feature selection method</th>
<th>Finding(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Punlumjeak et al., 2017</td>
<td>Using mutual information: Student subjects’ features</td>
<td>Filter method: Chi-square, Person correlation, Mutual information.</td>
<td>Presented several FS methods to find the best accuracy of the models to predict student performance.</td>
</tr>
<tr>
<td>2</td>
<td>Chung &amp; Lee, 2019</td>
<td>Student behavior features</td>
<td>Wrapper method: Scaled difference in the accuracies.</td>
<td>Predicted high school student dropout using RF model with relevant data selected using FS method.</td>
</tr>
<tr>
<td>3</td>
<td>Olaya et al., 2020</td>
<td>Socio-economic features</td>
<td>Filter method: MCA</td>
<td>Proposed a new framework to prevent student attrition by utilizing uplift modeling.</td>
</tr>
<tr>
<td>4</td>
<td>Ai et al., 2020</td>
<td>Not mentioned</td>
<td>Embedded method: chi-square check, mutual information, T-test, MaxDiff, RelieFF</td>
<td>Proposed an integrated framework to predict student dropout which includes feature generation module and ensemble FS module.</td>
</tr>
<tr>
<td>5</td>
<td>Bello et al., 2020</td>
<td>Student performance features</td>
<td>Embedded method: RF algorithm and removing features with lowest MDA.</td>
<td>Identified the features with highest predictive value for student dropout using ML methods.</td>
</tr>
<tr>
<td>6</td>
<td>Maldonado et al., 2021</td>
<td>Not mentioned.</td>
<td>Embedded method: Fisher score, backward wrapper approach using LR.</td>
<td>Designed a new performance measure to evaluate predictive models for student dropout. The measure also quantifies the net savings achieved through a retention campaign.</td>
</tr>
<tr>
<td>7</td>
<td>Assistant et al., 2021</td>
<td>Students’ grades, social, demographic, and school-related features</td>
<td>Filter method: CAE, IGAE and GRAE.</td>
<td>Compared the prediction result of base classification models with the classification models used with some FS methods.</td>
</tr>
<tr>
<td>8</td>
<td>Alraddadi et al., 2021</td>
<td>Not mentioned.</td>
<td>Embedded method: BTLBO in a wrapper method with V-shaped TF.</td>
<td>Introduced a hybrid framework to predict student performance using preprocessing techniques like FS along with well-performing ML models.</td>
</tr>
<tr>
<td>9</td>
<td>Arif et al., 2021</td>
<td>Demographic, socio-economic conditions, personal characteristics, marital status etc.</td>
<td>Wrapper method: WrapperSubsetEval in Weka took</td>
<td>Proposed a student performance prediction system that includes FS method and classification model.</td>
</tr>
<tr>
<td>10</td>
<td>Nuanmeesri et al., 2022</td>
<td>Using CFS model: Student performance factors and Socio-economic factors.</td>
<td>Filter method: Chi-Square, Gain Ratio, and Correlation-based Feature Selection (CFS) models.</td>
<td>Investigated the factors that affect student dropout and improved model performance by combining FS with MLP model.</td>
</tr>
</tbody>
</table>
4.3. Machine Learning methods

Litalien & Guay (2015) designed a model to understand the reasons for why PhD student's dropout. They used self-determination theory (SDT) and found perceived competence to be the best predictor for dropout intentions. For their future work, they have stated that they wish to extend their range to collect the data as their current range has some limitations.

Almasri, Alkhawaldeh, & Çelebi (2020) proposed a unified approach to build a new cluster-based (CB) classifier model, which groups together historical records of students into a set of homogenous clusters. Classifier models are then built for each cluster whose output along with the centroids of each cluster are fed into the final unified classifier model. A high level of accuracy of 96.25% was achieved. In future, they have stated that they will investigate hierarchical clustering techniques, as well as taking student behaviour such as anxiety and fatigue into consideration.

Chui, Fung, Lytras, & Lam (2020) proposed a reduced training vector-based support vector machine (RTV-SVM) model that modifies the original SVM model by removing the redundant training vectors with the aim of lowering the training time without lowering the accuracy. The model was able to predict at-risk students with 92.2 to 93.8% accuracy. For the future direction, they have stated they wished to test their model performance in other learning analytic applications.

Crivei, Czibula, Ciubotariu, & Dindelegan (2020) investigated two methods, principal component analysis (PCA) and relational association rule mining, to analyse student academic performance data and uncover meaningful patterns. They discovered that the potential for unsupervised models in detecting hidden patterns within student academic performance is quite high but noted that performance was influenced by anomalies and the small data sample size. For their future work, they planned to investigate methods to detect anomalies and outliers to reduce their impact on the performance.

From the selected articles, it is seen that many researchers choose to use ensemble models like Random Forest. There are ten researchers who chose to use only supervised models and two researchers who chose to use only unsupervised models. Three researchers chose to use other models due to their scope. Ensembled supervised models are the popular models to use in EDM field.

Table 5a: Summary of selected machine learning focused articles, sorted by year.

<table>
<thead>
<tr>
<th>No</th>
<th>Ref &amp; Year</th>
<th>Finding(s)</th>
<th>Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rogers, Colvin, &amp; Chiera, 2014</td>
<td>Compared the index method with linear multiple regression approach to identify students at risk and found that index method is comparable in performance.</td>
<td>Supervised: Index method, Standard linear multiple regression model.</td>
</tr>
<tr>
<td>2</td>
<td>Litalien &amp; Guay, 2015</td>
<td>Provided a better understanding of factors contributing to PhD completion using SDT. The best predictor of dropout intentions was found to be perceived competence.</td>
<td>Others: Self-determination theory (SDT).</td>
</tr>
<tr>
<td>3</td>
<td>Lakkaraju et al., 2015</td>
<td>Developed a ML framework to identify high school students at-risk, by applying several classification algorithms (out of which RF performs the best) and evaluating metrics important to school administrators.</td>
<td>Ensemble: Adaboost (AB), Logistic Regression (LR), Random Forests (RF), Decision Trees (DT), and Support Vector Machines (SVM).</td>
</tr>
<tr>
<td>No.</td>
<td>Authors</td>
<td>Description</td>
<td>Methodology</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>4</td>
<td>Jia &amp; Maloney, 2015</td>
<td>Influence of specific factors that may lead to non-completions and non-retentions were estimated and the effectiveness of predictive risk tool were tested to identify vulnerable students in an early manner.</td>
<td>Supervised: Maximum likelihood probit analysis.</td>
</tr>
<tr>
<td>5</td>
<td>Marbouti, Diefes-Dux, &amp; Madhavan, 2016</td>
<td>Predictive models were compared to identify students at-risk in a course that used standards-based grading. The Ensemble and NBC model had the best results.</td>
<td>Ensemble: LR, SVM, DT, Multi-Layer Perceptron (MLP), Naïve Bayesian Classifier (NBC), KNN, Ensemble.</td>
</tr>
<tr>
<td>6</td>
<td>Azcona &amp; Smeaton, 2017</td>
<td>Presented a system that uses ML methods by combining effort predictors and engagement to classify students in a course at an earlier stage.</td>
<td>Ensemble: LR, SVMs with linear and Gaussian kernels, DT, KNN classifier and RF.</td>
</tr>
<tr>
<td>7</td>
<td>Chen, Johri, &amp; Rangwala, 2018</td>
<td>Survival analysis approaches were compared to several ML approaches to identify students at-risk of dropping out.</td>
<td>Ensemble: Cox’s Proportional Hazard model, Aalen’s Additive model, LR DT, RF, NBC and AdaBoost.</td>
</tr>
<tr>
<td>8</td>
<td>Miguéis, Freitas, Garcia, &amp; Silva, 2018</td>
<td>Proposed a two-stage model that was supported by DM techniques to predict overall academic performance with accuracy above 95%</td>
<td>Ensemble: NBC, SVM, DT, RF, Bagged trees, Adaptive boosting trees (AdaBoost).</td>
</tr>
<tr>
<td>9</td>
<td>Shelton, Yang, Hung, &amp; Du, 2018</td>
<td>An analytic approach was proposed that merges two predictive models (model of successful students and students at-risk) for the enhancement of prediction accuracy.</td>
<td>Ensemble: Neural network (NN), LR, RF, SVM and DT.</td>
</tr>
<tr>
<td>10</td>
<td>Burgos et al., 2018</td>
<td>Knowledge discovery methods were used to analyze historical data of student course grade to predict student dropout in a course.</td>
<td>Supervised: LOGIT Act, SEDM, FFNN, PESFAM, SVM.</td>
</tr>
<tr>
<td>11</td>
<td>Offiah et al., 2019</td>
<td>The retention levels of practical skills taught and assessed by SBE were evaluated and the extent of retraining needed to restore deteriorated performance was investigated.</td>
<td>Others: Observational prospective cohort study.</td>
</tr>
<tr>
<td>12</td>
<td>Oliveira, Barwaldt, Pias, &amp; Espindola, 2019</td>
<td>The development and validation of predictive models that will be integrated into an early identification system were introduced. These models will identify students at-risk in courses.</td>
<td>Ensemble: KNN, NBC, C-Support Vector Classification (SVC), LR, RF, Gradient Boosting and Extremely Randomized Trees (Extra Trees), AdaBoost.</td>
</tr>
<tr>
<td>13</td>
<td>Azcona, Hsiao, &amp; Smeaton, 2019</td>
<td>Implements a framework called PredictCS that detects students at-risk for three computer programming courses and adaptively and automatically sends them feedback.</td>
<td>Ensemble: KNN, Linear SVM, DT, RF.</td>
</tr>
<tr>
<td>14</td>
<td>Hill, Fulcher, Sie, &amp; De Laat, 2019</td>
<td>Presented a work-in-progress in which an ensemble-based ML approach predicts the commencing students, while a simple logistic regression method predicts the ongoing students.</td>
<td>Ensemble: RF and LR.</td>
</tr>
<tr>
<td>15</td>
<td>Adekitan &amp; Salau, 2019</td>
<td>Predictive analysis was carried out to determine final CGPA of engineering students using program of study, year of entry and GPA as inputs into KNIME-based data mining model.</td>
<td>Supervised: PNN, RF, DT, NBC, Tree Ensemble Predictor, LR, Linear regression model.</td>
</tr>
</tbody>
</table>
### Table 5c: Summary of selected machine learning focused articles, sorted by year.

<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Article Title</th>
<th>Summary</th>
<th>Machine Learning Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>2019</td>
<td>Inyang, Eyoh, Robinson, &amp; Udo</td>
<td>Adopted HCA to analyze students’ performance to discover the optimal number of clusters of failed courses and ARM for the extraction of interesting course-status association.</td>
<td></td>
<td>Unsupervised: Hierarchical Cluster Analysis (HCA), Association Rule Mining (ARM).</td>
</tr>
<tr>
<td>2020</td>
<td>Moreno-Marcos et al.</td>
<td>SRL strategies were analyzed on whether they can enhance existing predictive models for dropout, with or without common self-reported variables and variables derived from click-stream data.</td>
<td></td>
<td>Ensemble: Generalized Linear Model (GLM), SVM, RF, and DT.</td>
</tr>
<tr>
<td>2020</td>
<td>Fuglik, Kuzilek, Zdrahal, &amp; Rieta</td>
<td>Improved student dropout predictions by benchmarking the LLM against eight other algorithms using a real-life dataset of a global subscription-based online learning provider.</td>
<td></td>
<td>Ensemble: Logit leaf model (LLM), LR, BOOST, SVM, RF, Logistic model tree (LMT), BAG, ANN, DT.</td>
</tr>
<tr>
<td>2020</td>
<td>Crivei</td>
<td>Proposed a RTV-SVM model designed to remove redundant training vectors to reduce the training time and preserve the support vectors, without sacrificing the classification accuracy.</td>
<td></td>
<td>Supervised: Reduced training vector-based support vector machine (RTV-SVM).</td>
</tr>
<tr>
<td>2020</td>
<td>Almasri et al.</td>
<td>Proposed a unified framework to build a novel supervised cluster-based (CB) classifier to predict student performance.</td>
<td></td>
<td>Ensemble: KNN clustering, Hierarchical clustering, DT and NBC.</td>
</tr>
<tr>
<td>2020</td>
<td>Kumar, Krishna, Neelakanteswara, &amp; Basha</td>
<td>Applied clustering and classification methods to a dataset of students to evaluate student performance.</td>
<td></td>
<td>Ensemble: KNN clustering, Functional MLP, Probabilistic NBC, DT (J48) and Ensemble Meta-based Tree (EMT) model.</td>
</tr>
<tr>
<td>2020</td>
<td>Alsharari &amp; Alshurideh</td>
<td>Investigated if two unsupervised models, PCA and RAR mining, can identify patterns for predicting student final examination grade.</td>
<td></td>
<td>Unsupervised: Principal component analysis (PCA) and Relational association rule (RAR) mining (DRAR).</td>
</tr>
<tr>
<td>2021</td>
<td>Premalatha &amp; Sujatha</td>
<td>Introduced a novel retention model designed for the academic setting that is based on the interplay between emotional intelligence, creativity, and learner autonomy.</td>
<td></td>
<td>Supervised: Smart Partial Least Square (SPLS).</td>
</tr>
<tr>
<td>2021</td>
<td>Alcaraz, Martinez-Rodrigo, Zangroniz, &amp; Rieta</td>
<td>Designed a tailored early warning system (EWS) for a conventional course in power electronic circuits, using ensemble classifier to predict at-risk students.</td>
<td></td>
<td>Ensemble: LR, NBC, DT, SVM, MLP, KNN, RF, AdaBoost, majority voting ensemble (MVE) approach.</td>
</tr>
<tr>
<td>2021</td>
<td>Kuzilek, Zdrahal, &amp; Fuglik</td>
<td>Predicted student academic outcomes by utilizing multiple predictive models that incorporate student exam behavior represented by the order of their exams.</td>
<td></td>
<td>Ensemble: Classification and Regression tree (CART), Non-linear Support Vector Machines with Radial Basis Function kernel (SVM-RBF), KNN, and RF</td>
</tr>
</tbody>
</table>
Table 5d: Summary of selected machine learning focused articles, sorted by year.

<table>
<thead>
<tr>
<th>No.</th>
<th>Authors, Year</th>
<th>Research Focus</th>
<th>Supervised Methods</th>
<th>Ensemble Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>Mubarak, Cao, &amp; Hezam, 2021</td>
<td>Proposed a hyper-model called CONV-LSTM, to automatically extract features from raw data in MOOCs. The model aims to perform student dropout prediction.</td>
<td>Supervised: Convolutional Neural Networks and Long Short-Term Memory (CONV-LSTM) with custom loss function, CONV-LSTM without custom loss function, Deep Neural Network (DNN), SVM, LR.</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Paideya &amp; Bengesai, 2021</td>
<td>The factors influencing persistence amongst students enrolled in a Chemistry major at a South African university were examined using enrolment data.</td>
<td>Supervised: CART DT.</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Niyogisubizo, Liao, Nziyumva, Murwanashyaka, &amp; Nshimyumukiza, 2022</td>
<td>Proposed a novel stacking ensemble based on a hybrid of ML models to predict student’s dropout in university classes.</td>
<td>Ensemble: RF, XGBoost, Gradient boosting, FFNN.</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Guzmán-Castillo et al., 2022</td>
<td>The implementation results of a predictive information system (IS) that prevents university student dropout were showcased</td>
<td>Ensemble: AdaBoost, Bayesian GLM, DT, Logit Boost, RF, and Stochastic Gradient Boosting.</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Alboaneen et al., 2022</td>
<td>A web-based system was developed to predict student performance and identify students at-risk using several ML models.</td>
<td>Ensemble: SVM, RF, KNN, ANN, and LR.</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Mariano, De Magalhães Lelis Ferreira, Santos, Castilho, &amp; Bastos, 2022</td>
<td>Performed classification via decision trees to predict student evasion using data from Engineering course students in Brazil.</td>
<td>Supervised: DT (C4.5 algorithm).</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Borrella, Caballero-Caballero, &amp; Ponce-Cueto, 2022</td>
<td>A theoretical framework was proposed to provide guidance on the design of interventions aimed to reduce dropout rates in MOOCs.</td>
<td>Supervised: LR and RF.</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Czibula, Clubotariu, Maier, &amp; Lisei, 2022</td>
<td>Introduced a generic ML-based framework called IntelliDaM, that aims to improve the performance of data mining tasks and enhance the decision-making processes.</td>
<td>Ensemble: KNN clustering, Tweedie regressor (Generalized Linear Model (GLM), Stochastic Gradient Descent (SGD), Polynomial regressor.</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Jiang, Liu, Zhang, &amp; Wang, 2023</td>
<td>A hybrid profit-driven customer churn prediction model was proposed that considers both return and cost.</td>
<td>Others: Modified multi-objective atomic orbital search.</td>
<td></td>
</tr>
</tbody>
</table>

5. DISCUSSIONS

In this section, there will be a discussion on the current research gaps that were listed in Section 4. The most common features used to predict student performance are also listed.

The features that contribute to student performance are:
• Academic factors: It includes features like: Student subjects/course grades (Punlumjeak et al., 2017)

• Time related factors: This includes variables such as: Student lateness and absence (Chung & Lee, 2019)

• Demographic/Socio-demographic factors: Features such as: Parents information such as employment (Olaya et al., 2020).

From the reviewed papers, the overall trend as well as future research directions can be observed. Some of those future directions are:

• Increase the sample size and the descriptive features: The main issue that many researchers have stated is the limited size of the data sample or the features (Alraddadi et al., 2021; Chung & Lee, 2019; Dileep et al., 2022; Jia & Maloney, 2015). The dataset may also have issues such as sample bias (Migués et al., 2018). This also leads to the related problem of class imbalance, where the number of samples for the classes are widely disproportionate (Cabezuelo et al., 2023; Oliveira et al., 2019; Punlumjeak et al., 2017; Sha et al., 2022).

• Increase model generalizability: There is a need to apply the models made by the researchers across many higher education institutes (HEI) to ensure the model is accurate. Researchers are looking into applying a profit-driven approach to the model and use it on other HEIs (Alwarthan et al., 2022; Maldonado et al., 2021). Other researchers wish to apply their model to different courses (Alwarthanet al., 2022).

• Increase model accuracy by modifying model: Some researchers are attempting to increase model accuracy by modifying algorithms (Cabezuelo et al., 2023) and performing additional hyper-parameter tuning (Dileep et al., 2022). They are also looking into ensemble classification (Pratamaet al., 2021) or using a voting scheme of machine learning algorithms to increase the model accuracy (Palacios et al., 2021). Researchers are also looking into the explainability of classifiers to understand their inner workings (Palacios et al., 2021). Researchers are also trying to incorporate their proposed models into early warning systems within the academic institute (Chen et al., 2018).

CONCLUSIONS

From all the articles that have been reviewed, the research gaps and future trends for EDM are discussed. For future work, this review can be extended into a systematic review and the number of papers may be increased. Education is one of the most important aspects in a human life and influences the rest of a person’s life. There is a need to assist universities in predicting at-risk students for the sake of students as well as the educational institute.
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