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Abstracts: This study compares the K-Means and two-step cluster analysis methods for clustering COVID-19 data. The 
dataset had 1,893,941 cumulative cases from January 2020 to October 2021. K-means clustering resulted in eight 
clusters, while two-step cluster analysis clustering resulted in three grouped cases by nationality, occupation, patient 
type, and risk group. These clusters were categorized based on age, gender, nationality, occupation, and region of 
infection. Group 1 had 5,883 workers infected in community settings, Group 2 had 7,420 foreign migrant workers 
infected in industrial settings or through direct contact with patients, and Group 3 had 6,870 cases of indirect 
transmission. The study recommends targeted interventions and continued monitoring and evaluation based on the 
clusters. The findings can help improve government policies, medical facilities, and treatment. 
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1. INTRODUCTION  

According to a publication by Abd-Alrazaq et al. [1], the White House enlisted the help of the global artificial 

intelligence (AI) community to combat COVID-19. The researchers focused on the challenge of combating 

misinformation during the pandemic, which led to the spread of the virus and unhealthy mask-wearing practices. 

Tasnim et al. [2] suggested the use of advanced data mining techniques like natural language processing to detect 

and remove non-scientific online information. Ayyoubzadeh et al. [3] emphasized that data mining can forecast the 

global expansion and trends of COVID-19. The authors used the LSTM model to analyze Google Trends data. To 

tackle COVID-19, Franch-Pardo et al. [4] recommended an interdisciplinary approach that includes data mining, 

web-based mapping, and spatiotemporal analysis. Li et al. [5] categorized COVID-19 news and user-generated 

content using linear regression and content analysis. Qin et al. [6] estimated new and confirmed cases of COVID-19 

using social media search indexes (SMSI) for symptoms like dry cough and fever. Kumar [7] described how AI and 

modern technologies like ML and NLP can help fight COVID-19. Ren et al. [8] used publication mining to find links 

between diabetes and COVID-19 research. Huang et al. [9] performed data mining on 485 suspected COVID-19 

patients from Sina Weibo to study the number of infected people seeking medical advice on the platform. They 

recommended a classification model for treatment. Sarker et al. [10] identified positive-tested COVID-19 patients on 

Twitter using a semi-automated filtering process. 

The k-means algorithm is a widely used clustering method that minimizes grouping errors. However, its 

performance is highly dependent on its initial state or local search procedure [11]. The algorithm partitions the data 

into k clusters, which are mutually exclusive and recover the specified cluster index for all observations. K-means is 

particularly effective for large datasets, as it is generally more accurate than other clustering methods [12, 13]. It 

measures the cohesiveness of objects in a dataset by treating each observation as an object located in space. The 

intra-cluster distance between a point and its cluster center is a good indicator of how tightly knit a cluster is [14-16]. 

Two-step cluster analysis is a statistical method used to group objects or cases in a dataset based on their 

similarity [17]. It is a type of unsupervised machine learning that can be used for clustering analysis, which is the 

process of dividing a dataset into groups or clusters that share similar characteristics. Two-step cluster analysis is 

particularly useful for large datasets with many variables, as it can identify the most relevant variables and group 

objects based on those variables. This technique is commonly used in various fields such as healthcare [18, 19], 

tourism [20, 21], and transport [22, 23]. Two-Step Cluster Analysis is a type of clustering method used in data 

analysis. It is a technique that automatically categorizes a large number of cases into different groups or clusters 

based on their similarities and differences. The two-step cluster analysis approach involves two main stages. In the 
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first stage, the algorithm uses a pre-clustering technique called "hierarchical clustering" to group the observations 

into a small number of "seed" clusters [24]. This is done by calculating the distance between each observation and 

the existing clusters, and merging the closest clusters until the desired number of clusters is reached. In the second 

stage, the algorithm uses a statistical model called "logistic regression" to refine and optimize the clustering results 

[25]. It does this by assigning each remaining observation to the cluster that provides the best fit according to a set 

of criteria such as the Bayesian Information Criterion (BIC) [17] or the Akaike Information Criterion (AIC). Two-step 

cluster analysis has several advantages over other clustering methods. For one, it can handle large datasets with 

many variables efficiently. It also automatically selects the number of clusters and optimizes the cluster 

assignments, making it a powerful tool for exploratory data analysis. Overall, Two-Step Cluster Analysis is a useful 

and powerful tool for identifying groups or clusters in large and complex datasets, and it can provide valuable 

insights for decision-making and problem-solving in various fields. 

This article explores how data mining can be used to analyze COVID-19 data using two different methods: K-

Means and Two-step cluster analysis. Data mining is a common technique used to find patterns and correlations in 

large datasets, which can help in making better decisions. Scientists use data mining techniques to identify 

correlations between variables, such as individual decision-making and group strategies, to fight the pandemic. 

2. MATERIALS AND METHODS 

This research framework involves three stages: data acquisition and pre-processing, knowledge discovery 

using comparative COVID-19 data between k-means and Two-Step Cluster Analysis insights. At the end of the 

research, data interpretation and further implementation are provided. The study consists of five main steps. 

To obtain data for the COVID-19 outbreak, daily new cases were sourced from the official open government 

data website (https://data.go.th/dataset/covid-19-daily) [26]. The sample size was 1,893,941 cases collected from 

January 2020 to October 2021. After data cleansing and extraction using a data mining program, 20,100 usable 

examples were obtained. The first study uses the k-means clustering method, which classifies a dataset into a 

specific number of clusters [27]. It groups COVID-19 datasets based on a known number of clusters that are 

inputted by the end-user. To identify the appropriate number of clusters, performance evaluation or cluster validity is 

used. The k-means clustering method faces challenges in determining the ideal number of clusters, and data 

analysts must rely on their experience to select a suitable value for "k". This study suggests using the "elbow 

method" as a commonly used approach for identifying the best number of clusters through a process called "cluster 

validation." 

 

Figure 1. Elbow Plot of the Best Number of Clusters and a Bayesian Inference Criterion (BIC). 
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Based on the elbow plot in figure 1, it appears that k = 4, 5, 6, and 7 are all valid options for the optimal number 

of clusters, with k = 8 being a strong possibility. Another method using Bayesian Inference Criterion (BIC) for k-

means was also considered, which generated a probability for the Gaussian mix using the k-means model. The 

predicting Enhanced Vegetation Index (EVI) model was chosen for its accuracy, with 8 clusters being the most 

reasonable option. The k-means cluster method was used for the clustering process, and the outcomes were shown 

for 4, 5, 6, 7, and 8 clusters using WEKA (see Figure 2). 

 

Figure 2: Weka Clusters Simple K-Means Parameter Box. 

In the second step of the analysis, the same dataset was analyzed using the Two-Step Cluster Analysis. IBM 

SPSS Statistics Version 28.0.10 (142) was used to clean and analyze the data. The selected variables were 

categorized as Categorical Variables. To determine the appropriate grouping, Schwarz's Bayesian Criterion (BIC) or 

Akaike Information Criterion (AIC) were used, but using the lowest BIC or AIC could result in too many groups. 

Therefore, the Ratio of Distance Measures was used to analyze the data. This measure indicates that the distance 

between each group is far apart [28]. The system then automatically selects the appropriate number of groups, as 

shown in figures 3 and 4. 

 

Figure 3. Cluster Distribution using Schwarz's Bayesian Criterion (BIC) method. 
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Figure 4. Cluster Distribution using Akaike Information Criterion (AIC) method. 

For the clustering analysis, we selected variables that are important for grouping the data: nationality, 

occupation, risk group, and patient type. After the analysis, only these four variables remained. We changed the 

display from the model summary diagram to the clusters table (see Figure 5), which presents the clustering results 

and details within the clusters. We then analyzed the data in each cluster to summarize the results and name each 

cluster. This resulted in a model for categorizing COVID-19 patients in Thailand. 

 

Figure 5. Model Viewer. 

3. RESULTS  

3.1. K-Means Techniques Result 

We utilized each cluster’s centroid to show the characteristics of each type of cluster in Table 1. Thai COVID-19 

patients in the third wave were mostly females with an average age of 34.72, working in the industrial sector, having 

close contact with a previously confirmed patient and touching an infected person, and living in central Thailand. 

Most of them recovered, and mortality was low. However, clustering with cluster=8 was unable to explain 

comorbidity and mortality due to COVID-19. 
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Table 1. Characteristics of Thai COVID-19 Patients using 8 Clusters. 

Cluster Characteristic Percentage of member 

0 ripple_2,female,27,foreigners,'industrial career',workplace,'check by 

themself',central 

17 

1 ripple_3,female,54,thai,'Commerce and service careers','Close contact 

with a previous confirmed patient','touch an infected person',central 

26 

2 ripple_2,male,43,thai,'industrial career','Close contact with a previous 

confirmed patient','touch an infected person',central 

11 

3 ripple_1,male,24,thai,'not working',StateQuarantine,'Thai people come 

from abroad',central 

10 

4 ripple_4,female,22,thai,'Commerce and service careers','medical and 

public health personnel','medical personnel',north 

4 

5 ripple_3,male,22,thai,'not working','Close contact with a previous confirmed 

patient','touch an infected person',central 

17 

6 ripple_3,male,24,thai,'industrial career','Close contact with a previous 

confirmed patient','risk group survey',east 

6 

7 ripple_2,male,19,foreigners,'industrial career',workplace,'risk group 

survey',central 

10 

Table 1 shows the clustering results with six clusters, indicating that the majority of patients reside in central 

Thailand. Therefore, more intensive treatment is required for patients with these characteristics. The age group 

range of 19-27 years and 43-54 years or over is represented in eight clusters with similar characteristics. The 

clusters with the highest number of infected people are 1, 0, and 5, with patients who have come into contact with 

infected persons and checked themselves. Conversely, clusters 4 and 6 have the fewest infected people, consisting 

of those who have had close contact with a previously confirmed patient. It appears that people who maintain social 

distancing are less likely to get infected. 

3.2. Two Step Clustering Analysis 

This study analyzed data from 20,110 COVID-19 patients using Two Step Clustering Analysis with four 

variables: nationality, occupation, riskGroup, and patient_type. The analysis resulted in three groups: Group 1 had 

5,883 confirmed cases (29.3%), Group 2 had 7,420 confirmed cases (36.9%), and Group 3 had 6,870 confirmed 

cases (33.8%), as shown in Figure 6. Further analysis showed that Group 2 had the highest number of cases, 

followed by Group 3 and then Group 1, as illustrated in Table 2. 
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Figure 6. The Results of Two Step Clustering Analysis. 

Table 2. Results of grouping. 

Factor 

Cluster  1 Cluster  2 Cluster  3 

5,883 Cases 7,420 Cases 6,807 Cases 

Nationality Thai (99.2%) Foreigners (63.9%) Thai (100%) 

Occupation Commerce and service careers 

(51.0%) 

Industrial career (79.9%) Not working (34.6%) 

Patient_type Thai people come from abroad 

(26.4%) 

Risk group survey 

(58.4 %) 

Touch an infected person (100%) 

Risk group Community (45.0%) Workplace (66.7%) Close contact with a previous 

confirmed patient (100%) 
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3.3. The Details of Data Analysis used Two Step Clustering Analysis 

The COVID-19 patients in Thailand can be classified into three main groups. Group 1 includes Thai nationals 

who work in the trading and service industry and are at risk of being infected through activities such as visiting 

restaurants, boxing stadiums, and entertainment places. Group 2 comprises foreign migrant workers who work in 

the industrial sector and are likely to be infected through their workplaces. This is the largest cluster. Group 3 

consists of individuals who were infected indirectly by close contact with patients from the first two groups. Overall, 

these three groups represent the major categories of COVID-19 patients in Thailand. 

4. DISCUSSION AND CONCLUSION  

This study compared K-Means and Two-step cluster analysis methods to analyze COVID-19 data in Thailand. 

The K-Means technique showed that demographic factors such as age, gender, nationality, career, behavioral risk, 

and region were related to the spread of the disease. The results from clustering consisted of eight groups. The 

onset of the disease was mainly in Bangkok and industrial areas, and adult workers were the main sources of new 

infections. Data analytics can help develop accurate prediction models for guiding treatment decisions and resource 

allocation, but data quality is crucial. The Two-step Cluster Analysis identified three patient groups: trade and 

service workers, foreign migrant workers in industry, and patients infected through contact with confirmed cases. 

Future research should analyze each group's characteristics, compare findings with other countries, and develop 

targeted interventions and prevention strategies. This model can aid in managing and planning for future outbreaks 

with similar characteristics. 
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