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Abstracts: The point-valued time series (PTS) is simply about one value in each time or period of the data, but when the 
data have two values at each time, the suitable time series is called the interval-valued time series (ITS). An example of 
ITS is the daily close and open stock prices. If the time series data are of typed linguistic data, for example, “low 
increase”, “medium increase” and “high increase”, the time series data are called a fuzzy-valued time series or being 
well-known as fuzzy time series (FTS). The aim of this study is to compare the PTS and FTS models for forecasting 
stock prices in the stock market. The stock market is one of the essential investments in the economy. The movement of 
stock price can be leading or declining which respectively expands or contracts a country’s economy. The movement 
may also represent the scenario or event happening in a company. Therefore, forecasting stock price movement is highly 
important since it will assist investors and sellers to make planning in their investment’s decision. Therefore, the 
objectives of this study are to identify the best forecasting models in point-valued time series (PTS) and fuzzy time series 
(FTS) based on forecasting measurement error. Eight stock price forecasting models consisting of four models from PTS 
and four models from FTS. Meanwhile, four forecasting measurement errors were discussed in the analysis as a criterion 
for choosing the best forecasting model. A set of daily historical data from the Bursa Malaysia website was used as a 
basis for analysis. The finding shows the simple exponential smoothing model is the best PTS model. In the meantime, 
the Cheng model based on Sturges’ rule is the best FTS model. However, among these two types of models, the Cheng 
model is found to be the best model with forecasting measurement errors of 0.0001 (MSFE), 0.0108 (RMSFE) and 
1.1918 (MAPFE). The results reveal that besides the PTS model, the FTS model is an alternative model to forecast stock 
market movement. Moreover, these FTS and PTS models can also be applied to solving other forecasting problems. 
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1. INTRODUCTION  

Time series forecasting is a process of predicting future values or situations based on historical data. Two types 

of time series forecasting can be generalized; univariate and multivariate time forecasting techniques. The 

univariate time series forecasting technique is the most widely used for short-term forecast horizons. It is due to 

some of the decision-makers wanting to obtain the results in time shortly. However, very limited previous studies 

explain the type of time series data values. It is important to understand the type of time series data value since 

different forecasting method are for different time series data value.  A stock market is a type of exchange where a 

seller offers a share of the stock to the buyer representing the investment in the partial ownership of the business. 

Trading activities in stock market public companies is an important part of the economy. Many advantages that 

stock trading has in a certain business.  For example, trading could encourage and allow businesses to increase 

their capital and solve some liabilities. From the trading outcome, a company has an opportunity to expand its 

business activities such as launching new products and expanding its operations. The above-mentioned is a benefit 

that a stock market exchange could bring to a company or a seller. Meanwhile, investors, have a chance to get 

profit from gains in stock value. Some companies also give dividends or bonuses to their investors. However, stock 

price movements affect investors and business confidence. This will affect the economy inclusively in the company 

and the country. The relationship also works in the other direction. Where the economic circumstances often impact 

stock markets. Hence, these factors and implications of the current environment affect the decision that has 

significant risk and uncertainty, and often decision-makers do not obtain enough information for that purpose [1]. 

Therefore, stock price forecasting is important and relevant in economic and financial planning. Over the years, 

stock price forecasting attracts many investors and researchers. The intention is mostly to develop and test the 

stock price model [2]. However, analysing the stock market movements is highly challenging since the market is 

influenced by many factors besides the behaviour of the stock market data itself. For instance, the markets are 

dynamic [3] and the historical data are large of uncertainty [4] such as unusual past shocks [5].  

The stock market time series data can be categorised into point-valued time series (PTS), interval-valued time 
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series (ITS) [6-7] and fuzzy time series [8,9]. The main difference between these three methods is as follows. The 

PTS is simply about one value in the sequence time or period of the data, but when the data have two values at 

each time in sequence, the suitable time series is called the ITS. An example of ITS is the daily close and open 

stock prices. If the time series data are of typed linguistic data in sequence time, for example, “low increase”, 

“medium increase” and “high increase”, the time series data are called FTS. A number of FTS applications in 

forecasting such as in electricity load demand [8, 10-14], energy-water efficiency [15,16], the stock price [9] and 

students enrolment [8]. However, the scope of this study is illustrated how PTS and FTS models only were used to 

forecast stock price movement. 

2. TIME SERIES DATA 

In General, The Time Series Data is the Data Value in Sequence Time. Following Are Some Definitions of PTS, Its 
and FTS Data. 

2.1. Interval-valued time series (ITS) 

ITS is a chronological sequence of interval-valued variables; the numerical value of the variable in each instant of 

time t, (t = 1… n) is expressed as a two-dimensional vector with the elements in n representing the lower 

bound  and upper bound , with . Therefore, an ITS is  for  where  denotes the 

number of intervals of the time series (sample size) [17,18]. Since  is the variable in a time series, the ITS of 

can be represented in Equation (1): 

   (1) 

The ITS can correspond to the variability such as minimum and maximum temperature in a certain area from a 

certain time series period, and open and close price of the stock market in a certain company based on a certain 

period of trading time series period [19]. Figure 1 display the example graph of ITS of historical stock prices from 

Maia et. al (2008) study [19]. The graph consists of open and close price over the trading days.  

 

 

 

 

 

 

Figure 1. Example of ITS stock price graph.  

Source [19]. 

 

2.2. Point-valued time series (PTS) 

PTS is a sequence of single numerical data points occurring in successive order over time. Let  be the 

variable in a time series, for  where  is the total number of data points. Hence, PTS of  is 

represented in Equation (2): 

        (2) 

In this paper, we named the numerical data value in PTS as a crisp value. The example of PTS are electricity 

load demand [20] and stock price [21]. Figure 2 display the example graph of PTS of historical stock prices from 

Zaini et. al (2020) study [21]. The graph consists monthly stock price. 
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Figure 2. Example of PTS stock price graph.  

Source [21]. 

 

2.3. Fuzzy-valued time series (FTS) 

Fuzzy-valued time series or being well-known as Fuzzy Time Series (FTS) models have become increasingly 

popular in recent years because of their ability to deal with time series data without the need for validating any 

theoretical assumptions. In general, the FTS is for linguistic variable. However, the PTS can convert to FTS by 

fuzzify each PTS crisp value by replacing each value with the equivalent linguistic term to obtain the FTS [22]. 

Fuzzification is the process of converting crisp values into fuzzy values by identifying possible uncertainties or 

variations in the crisp values. This conversion is represented by the membership functions of fuzzy sets. Therefore, 

FTS is a time series of linguistic term in a sequence of time. 

 

 

 

 

 

 

 

Figure 3. Lingusitic variable in FTS 

Figure 3 explains the simple relationship between linguistic variables, linguistic terms, and membership 
function in FTS. Temperature is the linguistic variable with three linguistic terms; ‘Cold’, ‘Medium’, and ‘Hot’. Let x 
be the crisp temperature value, then fuzzify x using a certain membership function to form the linguistic term. The 

membership function  represents the degree of membership corresponding to the linguistic terms 

accordingly. 

Let , a subset of real numbers, be the universe of discourse by which fuzzy sets 

. If  is a collection of  then  is called a FTS, defined by universal discourse 

. 

3. METHODOLOGY 

This study applies the PTS and FTS forecasting model into Bursa Malaysia data. This section describes the data 

used in this study, the procedure and the forecasting model. Three phases in the forecasting procedure were 

performed; data pre-processing, models development and models evaluation.  
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3.1. Phase 1: Data Pre-processing 

Bursa Malaysia is an exchange holding company established in 1973 and listed in 2005. Bursa Malaysia is one 
of the largest bourses in ASEAN. It is hosting more than 900 companies across 60 economic activities 
(http://www.bursamalaysia.com/corporate/about-us). This study adopts a set of historical data from Bursa Malaysia 
website. The daily data of two month-period data were collected from 6 August 2018 to 25 September 2018. From 
the 33 data points, 22 first data points were used in modelling part and the rest of the data were for evaluation part. 

3.2. Phase 2: Model development 

Eight models were developed based on modelling part of the historical data. Table 1 shows the models used in 

this study. Model A, B, C and D are PTS models while D, E, F and G are FTS models. There are many types of PTS 

and FTS forecasting models. However, this study chooses Naïve, Moving Average and Simple Exponential 

Smoothing since the data shows stationary pattern. Meanwhile, Chen and Cheng forecasting models is selected 

since these FTS forecasting model are well-known and widely used models in FTS research area. 

Table 1. List of forecasting models in this study. 

Model Model Forecasting model 

A Simple Naïve   

B Moving Average (3) 

 
C Moving Average (5) 

 
D Simple Exponential Smoothing  ,  

E Chen model (5 intervals) Chen model based on Stuges’ rule  

F Cheng model (5 intervals) Cheng model based on Stuges’ rule 

G Chen model (6 intervals) Chen model based on 6 equal interval lengths 

H Cheng model (6 intervals) Cheng model based on 6 equal interval lengths 

 

The general steps in Chen model are [23-24]: 

Step 1: Define fuzzy sets based on the universe of discourse and fuzzify the historical data. 

Step 2: Define the universe of discourse and intervals for rules abstraction. 

Step 3: Fuzzify observed rules. 

Step 4: Establish fuzzy logical relationships and group them based on the current states of the data of the fuzzy 

logical relationships. 

Step 5: Forecast 

Step 6: Defuzzify 

The general steps in Cheng model are [24]: 

Step 1: Define fuzzy sets based on the universe of discourse and fuzzify the historical data. 

Step 2: Define the universe of discourse and intervals for rules abstraction. 

Step 3: Fuzzify observed rules. 

Step 4: Establish fuzzy logical relationships and group them based on the current states of the data of the fuzzy 

logical relationships. 

Step 5: Assign weight 

Step 6: Forecast 

Step 7: Defuzzify 

 

From the above-mentioned model steps, we can see the main different between Chen and Cheng models is 

that, Cheng model included weights in their model. The Sturges’ rule in Model E and F is the method to identify the 

number of intervals in FTS model. Sturges’ rule is a familiar rule in constructing histogram. One of the steps in 

Sturges’ rule is to identify the number of classes in histogram chart. Therefore, the number of intervals in this study 

is presented in Equation (3). 
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 (3) 

where, k is the number of intervals, and n is the number of modelling data points. 

 

3.3. Phase 3: Model evaluation 

This study applied four well known measurements forecasting error criteria for best model selection [25]. The 

measurements of forecasting error are absolute percentage (APFE), mean absolute percentage (MAPFE), mean 

squared (MSFE) and root mean squared (RMSFE) of forecasting error.  The respective formula of the forecasting 

error are shown in Equation (4) – (7).  

 
(4) 

 

(5) 

 

(6) 

 
(7) 

where  is the close price actual value 

  is the forecasted close price value  

 n is the number of evaluation data points 

4. RESULTS AND DISCUSSION 

 This section focuses on the results from model evaluation part only. Three measurement forecast error were 

presented in Table 2. Among PTS models, model D was the best model with 0.0002 (MSFE), 0.0129 (RMSFE) and 

1.3206 (MAPFE). Meanwhile, model F was the best FTS model with 0.0001 (MSFE), 0.0108 (RMSFE) and 1.1918 

(MAPFE). However, by comparing all the models in this study, model F is the best model with the lowest error 

values. Table 3 shows the comparison between the actual and forecasted value of stock price in evaluation part of 

the data for model F, where the range of absolute percent error is from 0% to 3.26%. Figure 2 illustrates the graphs 

of actual, forecast by Chen Model, and forecast by Cheng Model. 

Table 2. Measurement forecasting error in evaluation part of data. 
Model Model's name MSFE RMSFE MAPFE 

A Simple Naïve 0.0002 0.0141 1.6199 

B Moving Average (3) 0.0002 0.0141 1.5027 

C Moving Average (5) 0.0002 0.0147 1.5933 

D Simple Exponential Smoothing 0.0002 0.0129 1.3206 

E Chen model (5 intervals) 0.0003 0.0178 2.1556 

F Cheng model (5 intervals) 0.0001 0.0108 1.1918 

G Chen model (6 intervals) 0.0004 0.0188 2.1233 

H Cheng model (6 intervals) 0.0003 0.0178 2.0240 
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Figure 2. Comparison of actual and Sturges’ Rule Chen and Cheng models. 

Table 3. Evaluation part of measurement error based on Model F. 
Date time (t) Close price Error APFE 

Actual value (y) Forecast value  
 

7-Sep-2018 23 0.7200 0.7125 0.0075 1.0417 

12-Sep-2018 24 0.6900 0.7125 -0.0225 3.2609 

13-Sep-2018 25 0.700 0.7000 0.0000 0.0000 

14-Sep-2018 26 0.7050 0.7000 0.0050 0.7092 

18-Sep-2018 27 0.7150 0.7125 0.0025 0.3497 

19-Sep-2018 28 0.7250 0.7125 0.0125 1.7241 

20-Sep-2018 29 0.7100 0.7125 -0.0025 0.3521 

21-Sep-2018 30 0.7300 0.7125 0.0175 2.3973 

24-Sep-2018 31 0.7200 0.7125 0.0075 1.0417 

25-Sep-2018 32 0.7200 0.7125 0.0075 1.0417 

5. CONCLUSION  

There is no one forecasting model is the best for all pattern of the time series data. This study discusses three 

type of time series data application in forecasting area of study; interval-valued time series (ITS), point-valued time 

series (PTS) and fuzzy time series (FTS). However, the aim of this study is exploring the performance of forecasting 

error using two different nature of time series; PTS and FTS only.  Three phases in the procedure were discussed 

as a framework of stock market forecasting methodology. The forecasting methodology shows that it is an 

acceptable procedure to compare different type of time series data (PTS and FTS) with the objective to find out 

which time series models would give the accurate stock price forecast value.  

However, each model has its advantages and disadvantages. Both PTS and FTS models in this study are simple 

to use, but FTS model is easier especially in interpreting the results as this model uses natural human language by 

describing something in linguistic value. Moreover, FTS model also has the ability to forecast PTS data by 

converting the PTS data into FTS data through the fuzzification step. After that, the fuzzy data could be converted to 

crisp data using through the defuzzification step. For future study, we suggest to implement FTS model using ITS 

data in solving a suitable forecasting problem. 
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